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Misinformation

e COVID-19 infodemic: llustrate how misinformation can
cause panic and social division

e Social media the catalyst

* “Free” platform for anyone to speak

 Amplify misinformation propagation due to filter bubbleé
and echo chambers — driven by aggressive
recommendation system



Why Detect?

» Call to develop automated methods to identify misinformation,
SO as to alert:

* Users of misleading content
* Journalist of stories that require fact-checking
* Defense agencies of mass influence activities

o Ultimately, detection constitutes the first step to enable other
forms of corrective measures for countering misinformation
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Two Tasks

Misinformation detection is typically framed as two tasks:

 Automated fact checking:

* Rumour detection: identify

given a claim, verify its unverified stories on social
veracity (truthfulness) media
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Outline

 Automated Fact Checking

e Task definition, representative methods, datasets
* Rumour Detection

» Task definition, representative methods, datasets
 Challenges

* |Interpretability, multimodality, multilinguality,
disinformation



Automated Fact Checking




Pipeline

Sea-level rise is not
accelerating

!

Evidence Retrieval

Climate-change driven Antarctica ice melt has However scientists have

accelerated sea-level rise accelerated by 280% in the
detected Iin the altimeter era last 4 decades

!

Verdict Prediction

found that ice is being lost,
and at an accelerating rate

False / Refute
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Pipeline

Evidence Retrieval

Climate-change driven Antarctica ice melt has However scientists have

accelerated sea-level rise accelerated by 280% in the
detected Iin the altimeter era last 4 decades

found that ice is being lost,
and at an accelerating rate




Evidence Retrieval

* Aim: find additional information beyond the claim to
determine whether it is truthful or not

e “Additional information” can be metadata, text data,
structured data (e.g. table or tuples), images, etc

 Metadata such as publication source and author profile can
be very informative

* But does not explain how or why a claim is (un)truthful



Textual Evidence

e External knowledge source = document collections
* News headlines [Ferreira-2016]
 News articles [Pomerleau-2017]
* Wikipedia [Thorne-2018]
 Web [Baly-2018]
* Fact checking sites (e.g. Snope) [Hanselowski-2019]
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Textual Evidence Retrieval

o Standard IR to retrieve documents/sentences [Thorne-2018Db]
e Dense retrievers [Karpukhin-2020]

 Encode query and documents using BERT

e Distance between query and document = cosine similarity

e Trained on QA datasets; objective = learn representations that
produce high similarity for real QA pairs

e To further improve precision, use another model to re-rank retrieved
evidence, e.g. stance detection [Thorne-2018b, Hanselowski-2019]
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Structured Knowledge

* External knowledge source = knowledgebases (DBpedia)

* (Given a claim expressed in a triple, find paths in the knowledgebase
that support it [Shiralkar-2017]

Lists of assets

| founded owned by L
Oliver Chace N, Berkshire Hathaway EYPers
® E iv ‘ |
. g " ’ e Berkshire
- ' Hathaway
( %erkShlre Ha vhaway, & " Assurance
S 5O
'G@
Y s subsidiary
keyPerson, ; -~ o IO DQ;

_ rent Orange Julius

Dairy Quee

Warren Buffett)

parentCompanyOf

BERKSHIRE HATHAWAY e
Berkshire Hathaway

—eCY e
M@TQ

Secret Millionaires Club

PersonQOf
—> The Giving

Pledge

 Drawback: knowledgebase
IS not always complete, difficult

Bill Gates
Iocationcity

Mé)l}I{I‘ZhAI{tIIII'B Mant locationcjty ﬁ’
u You'll Find It Here For Less. Omaha,
to handle more complex claims « Nt

12 Investment

. Gp' wan
; ey sty oo > (SR Warren putten
W‘ — ‘S =14 }
Q i ‘
o — ‘—)\‘
o



Pipeline

Sea-level rise is not
accelerating

!

Evidence Retrieval

Climate-change driven Antarctica ice melt has However scientists have

accelerated sea-level rise accelerated by 280% in the
detected in the altimeter era last 4 decades

!

Verdict Prediction

False / Refute
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found that ice is being lost,
and at an accelerating rate




Verdict Prediction - Labels

* Binary: true or false
* Multiple classes: true, mostly true, mostly false, false

 Nowadays: refute or support or not enough information
(based on evidence) [Thorne-2018]
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Verdict Prediction - Methods

* Given evidence, verdict prediction can be seen as a form of
textual entailment or natural language inference task

Antarctica ice melt has : .
entails? Sea-level rise is not

accelerated by
280% In the last 4 decades

accelerating

 But we usually have multiple pieces of evidence

* Concatenate them together into a single input string
[Thorne-2018]
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Graph-based Reasoning

* Allows verification of more complex claims where we need
to combine information from multiple evidence

Claim: The Rodney King riots took place in the most populous county in the USA. «

\
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Fact knowledge
extracted from
evidence sentences

The 1992 Los Angeles riots, also known as the Rodney King riots were a series of riots, lootings,

arsons, and civil disturbances that occurred.in Los Angeles County, California in April and May
1992. __---"""

/
. y
S~ _’,

Evidence #2: !
Los Angeles County, officially the County of Los Angeles, is the most populous county in the USA.




Graph-based Reasoning

 Reason over graphs based on semantic role labels [Zhong-2020]

* First step: construct the SRL graph

SRL results with verb “occurred”

SRL results with verb “known” _ _ ARGL
riots, lootings, arsons, and
ADVERBIAL ARG1 civil disturbances
Evidence #1: [ also | as the Rodney }
. King riots

The 1992 Los Angeles riots, occurred
also known as the Rodney
King riots were a series of The 1992 Los VERB _ _
riots, lootings, arsons, and known J p Angeles riots J\ .| In Los Angeles in April and
civil disturbances that VERB / ARG2 County, California N G May 1992
occurred in Los Angeles 7 LOCATION \ TEMPORAL
County, California in April Graph / }
and May 1992. SR l SRL results with verb “is” \

ARG2 "
Evidence #2: VERB ‘ the most populous county in the USA ] ;

11« = J)

Los Angeles County, \ / Slmllar
officially the County of Los /
Angeles, is the most Los Angeles County, officially the County of Los Angeles } nOdeS
populous county in the USA. ARG1
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Graph-based Reasoning

e Second step: process SRL graphs from claim and evidence

with graph networks to predict veracity

initial node vector = average in the most populous
XLNet output vectors county in the USA h
Graph e Rod
claim — O (—» Convolutional > "¢ Rocney
King riots take place
Network
[SEP]
XLNet =k in Los Angeles
with — The 1992 Los County, California
—>
sentence 1 |  Graph Angeles riots -
) — = |
Distance Grapl.1 as the Rodney TS~ ! LosAngeles
— Convolutional — .. . j —
King riots is County,
sentence 2 — — Network — = officially ...
known
— . the most populous |
) county in the USA.

h'(take place) = w1 v(in Los Angeles County, California) +
wa V(The 1992 Los Angeles riots) +
wsVv(as the Rodney King riots) + ...
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Concatenated claim
and evidence sentences

given a node In claim graph,
compute a representation
contextualised in evidence
sentences

Graph

—>
Attention output

final graph representation =
mean-pool
(f(h"! hl")! f(h2! h,2)! f(h3! hl3))



Automated Fact Checking:
Datasets
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Datasets - Natural Claims

Dataset Input #Inputs Evidence Verdict Sources Lang
CrimeVeri (Bachenko et al., 2008) Statement 275 X 2 Classes Crime En
Politifact (Vlachos and Riedel, 2014) Statement 106 Text/Meta 5 Classes Fact Check En
StatsProperties (Vlachos and Riedel, 2015) Statement 7,092 KG Numeric Internet En
Emergent (Ferreira and Vlachos, 2016) Statement 300 Text 3 Classes Emergent En
CreditAssess (Popat et al., 2016) Statement 5,013 Text 2 Classes Fact Check/Wiki En
PunditFact (Rashkin et al., 2017) Statement 4,361 X 2/6 Classes  Fact Check En
Liar (Wang, 2017) Statement 12,836 Meta 6 Classes Fact Check En
Verify (Baly et al., 2018) Statement 422 Text 2 Classes Fact Check Ar/En
CheckThat18-T2 (Barrén-Cedeno et al., 2018) Statement 150 X 3 Classes Transcript En
Snopes (Hanselowski et al., 2019) Statement 6,422 Text 3 Classes Fact Check En
MultiFC (Augenstein et al., 2019) Statement 36,534 Text/Meta 2-27 Classes Fact Check En
Climate-FEVER (Diggelmann et al., 2020) Statement 1,535 Text 4 Classes Climate En
SciFact (Wadden et al., 2020) Statement 1,409 Text 3 Classes Science En
PUBHEALTH (Kotonya and Toni, 2020b) Statement 11,832 Text 4 Classes Fact Check En
COVID-Fact (Saakyan et al., 2021) Statement 4,086 Text 2 Classes Forum En
X-Fact (Gupta and Srikumar, 2021) Statement 31,189 Text 7 Classes Fact Check Many
cQA (Mihaylova et al., 2018) Answer 422 Meta 2 Classes Forum En
AnswerFact (Zhang et al., 2020) Answer 60,864 Text 5 Classes Amazon En
NELA (Horne et al., 2018) Article 136,000 X 2 Classes News En
BuzzfeedNews (Potthast et al., 2018) Article 1,627 Meta 4 Classes Facebook En
BuzzFace (Santia and Williams, 2018) Article 2,263 Meta 4 Classes Facebook En
FA-KES (Salem et al., 2019) Article 804 X 2 Classes VDC En
FakeNewsNet (Shu et al., 2020) Article 23,196 Meta 2 Classes Fact Check En
FakeCovid (Shahi and Nandini, 2020) Article 5,182 X 2 Classes Fact Check Many
[Guo-2022]
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Datasets - Artificial Claims

Dataset Input #Inputs Evidence Verdict Sources Lang
KLinker (Ciampaglia et al., 2015) Triple 10,000 KG 2 Classes  Google/Wiki En
PredPath (Shi and Weninger, 2016) Triple 3,559 KG 2 Classes  Google/Wiki En
KStream (Shiralkar et al., 2017) Triple 18,431 KG 2 Classes  Google/Wiki/WSDM En
UFC (Kim and Choi, 2020) Triple 1,759 KG 2 Classes Wiki En
LieDetect (Mihalcea and Strapparava, 2009) Passage 600 X 2 Classes  News En
FakeNewsAMT (Pérez-Rosas et al., 2018) Passage 680 X 2 Classes  News En
FEVER (Thorne et al., 2018a) Statement 185,445 Text 3 Classes Wiki En
HOVER (Jiang et al., 2020) Statement 26,171 Text 3 Classes Wiki En
WikiFactCheck (Sathe et al., 2020) Statement 124,821 Text 2 Classes Wiki En
VitaminC (Schuster et al., 2021) Statement 488,904 Text 3 Classes Wiki En
TabFact (Chen et al., 2020) Statement 92,283 Table 2 Classes Wiki En
InfoTabs (Gupta et al., 2020) Statement 23,738 Table 3 Classes Wiki En
Sem-Tab-Fact (Wang et al., 2021) Statement 5,715 Table 3 Classes Wiki En
FEVEROUS (Aly et al., 2021) Statement 87,026 Text/Table 3 Classes Wiki En
ANT (Khouja, 2020) Statement 4,547 X 3 Classes News Ar
DanFEVER (Ngrregaard and Derczynski, 2021)  Statement 6,407 Text 3 Classes  Wiki Da
[Guo-2022]
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Discussion

* Enabled the development of large/complex models for
automated fact checking

* |Inspired a new wave of fact check datasets based on
Wikipedia

* Applicability to fact checking real-world claims remains to
be seen...

22



Rumour Detection




Rumour Detection

 |dentify unverified stories that are spread on social media

e Uses social features for detection

* .. comments/reactions and
patterns of spread

e VVerdict classes:
e rumour vSs. hon-rumour

e frue vs. false vs. unverified
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Early work

Table 1: Description of features f;; on microblogs

® [M a_201 5] trai n Su perVised from time 0 to time interval ¢t of an event

Content-based features
LDA-based topic distribution of microblogs with 18 topics [10]

classifiers using hand- hveage Jnghh o miceoniogs 4

# of positive (negative) words in microblogs [2]
. Average sentiment score of microblogs [2, 10]
engineered features from post % o miblom vl DR 0 1
% of microblogs with smiling (frowning) emoticons [2]
% of positive (negative) microblogs [2]
. % of microblogs with the first-person pronouns [2
CO ntent user prOfI Ie an d % of microblogs with hashtags [2, 11] 2
) % of microblogs with @ mentions [2]
% of microblogs with question marks [2]

p rO p ag at i O n p atte r n ;cz of microblogs with exclamation marks [2]

of microblogs with multiple question/exclamation marks [2]
User-based features

% of users that provide personal description [2, 10, 11]
% of users that provide personal picture in profile

* Astory = aset of tweets related  Jauiunbint. . comenon
. , , % of male (female) users [10, 11]
% of | din | 11) citi
to a topic (e.qg. Hillary Clinton e o s o e
Average # of followers of users [2, 10, 11]
Average # of posts of users [2, 10, 11]

announces 2 O 1 6 camnm pa i g N fO r Average days users’ accounts exist since registration [2, 10, 11]

Average reputation score of users (i.e., followers/followees ratio)
Diffusion-based features

reSIdent Average # of retweets |2, 10, 11]
Average # of comments for Weibo posts [10, 11]

# of microblogs [2]
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Graph-based Method

[IMa-2018] explore recursive networks to model the
conversations triggered by a tweet

r: #Walmart donates $10,000 to
#DarrenWilson fund to continue Softmax
police racial profiling...

/ \ X,
) |
x1: 1:30 Idc if they x2: NEED SOURCE. ® ®
killed a mf foreal. have a feeling this . O . O N
Ima always shop 1s just hearsay ... r 3 4
with @Walmart. l
el N @20 @0 ©bo

Ole—=

X3: I agree. | X4 Exactly
have been don't think Pooling
X1
hearing this ~ Wal-Mart would O O QOO e T
all day but no let everyone T T :
source. .. know this 1f :
they did! . ” (COO® Softmax
(a) Bottom-up/Top-down tree (b) Bottom-up RvNN model (¢) Top-down RvNN model

x; = GRU(x{, 1)
x, = GRU(x,, mean-pool(x;,x,))  x, = GRU(x,, r)
r' = GRU(r, mean-pool(x;, x,)) x; = GRU(x3, X))

x, = GRU(x4, X))
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BERI-based Method

» [Tian-2020] use BERT to model
the conversation as a chain

’( Linear )—><Softmax>—> UR

e Capture the order of
appearance, but not reply-to
structure

* Tried fine-tuning BERT first for
stance prediction before rumour
detection and saw minor
benefits

Original Post Comments
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DUCK

e DUCK: Rumour detection with user and comment networks
[Tian-2022]

o Captures who engages with a story (user network)
o Captures how they react to it (comment network)

 Combination of BERT and graph networks
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Comment Chain

e Models the comments as a stream.

* One-tier transformer: concatenate source post + comments
and feed to BERT

 Longformer: Same but use longformer instead to
accommodate much longer sequence (no truncation of late
comments)

 Two-tier transformer: first level (BERT) handles the
concatenated string, second level takes in the [CLS] vector
(from the first level) for each post
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comment chain
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Comment Tree

Models the conversation structure
Use both pretrained language models and graph
Key idea: use BERT to model a parent-child posts

Once each parent-child

BERT

—>

IS encoded, use graph ¢,
attention networks to /)
C1

BERT

model the structure

hg+ol CLS]

Dynamic Node Encoding

—

ho+1[CLS]

BERT

BERT

BERT

hg+2[ CLS]

h2+6 :CLS:

hy.7

(LIS

BERT
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User Tree

 Use graph attention networks to model the user network
e Key question: how to initialise each user node
* GATn4: initialise randomly

 GATpr: Initialise based on user profile info (e.g. username,
user description, number of posts)

* GATpr+rel: Initialise using representations learned by a

variational graph autoencoder based on user profile and their
social network (“followers™)
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Findings

e Comment Chain: Two-tier transformer works best

« Comment Tree: Using BERT to process parent-child posts
IS helpful

* User ITree: Incorporating social relations gives substantial
performance gain

* Full model creates a new state-of-the-art for rumour
detection across multiple datasets in different languages
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Rumour Detection:
Datasets
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Rumour Detection - Datasets

Dataset Domain
Twitter15 Tweet
[Ma-2016]

Twitter16 Tweet
[Ma-2016]
Weibo .
[Ma02017] Weibo
PHEME I Tweet
[Kochkina-2018]
SemEval2019 Tweet,
[Gorrell-2019] Reddit
CoAID Tweet

[Cui-2020]

#Inputs

1,490

318

4,664

6,425

446

143,009

#Users

426,501

251,799

2,746,818

50,593

5,666

114,484

Reactions

Comment IDs, Retweet
IDs

Comment IDs, Retweet
IDs

Metadata, Comments,
User profiles

Metadata, Comments,
Links, User profiles

Metadata, Comments,
User profiles

Comment IDs
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Verdict Language
True, False, Unverified, .
English
Non-rumour
True, False, Unverified, .
English
Non-rumour
True, False Chinese
Rumour, non-rumour English
True, False, Unverified English
English,
Spanish
T Fal ?
e, Faise Chinese,
Portuguese

Credit; Lin Tian



Challenges




Interpretability

* Classitying a story as “false”
IS unlikely to be persuasive In
real applications

* \We also need to provide some
explanation or justification
why the story is false (or true)

39

CLAIM VERDICT

Scientists have found no INACCURATE
consistent correlation between
CO2 and temperature; scientists

do not know whether earth will
warm or cool in future

SOURCE: Tom Harris, Fox News, 12 Oct. 2022 (4

DETAILS

Inaccurate:Past climate data show a correlation between CO2 concentration and global temperature,
and physics shows CO2 is a greenhouse gas that strongly influences the temperature of the Earth's

surface.
Unsupported. Research has shown that solar activity variations are not enough to offset human-

caused warming.

KEY TAKE AWAY

- O’_ The link between global warming and atmospheric CO2 levels is well-established;
J in fact, increases in CO2 have warmed the planet multiple times over the last
- million or so years. Science shows unambiguously that current climate change is
caused by human-emitted greenhouse gases. Based on this knowledge, scientists
are confident that any grand solar minimum will not result in a cooling trend, as
changes in total solar irradiance are not projected to be enough to offset human-
caused warming.

ClimateFeedback.org


http://ClimateFeedback.org

Justification Production

* Most fact checking or rumour detection models are black-box
models; not inherently interpretable

 Examine the attention weights to highlight important words In
posts and salient user features [Shu-2019, Lu-2020]}

* Problematic as studies found that removing words with high
attention has little effect on the final prediction [Pruthi-2020}

* Frame justification production as a generation task [Xing-2022]

* Generated justification may not be faithful to its prediction
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Multimodality

Information to detect misinformation comes in different
modality: tables, images, videos, network propagation

NLP studies largely focus on using just text for detection

Most datasets focus on providing text as evidence;
exceptions:

 FEVEROUS includes tables as evidence [Aly-2021]

That said, if tweet |IDs are provided then images can be
recovered (though many links may no longer be valid)
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Multilinguality

* VVast majority of datasets and
studies focus on English

* Election misinformation crafted to
target a particular community in
the US and Australia [NYT-2022,
Guardian-2022]

e [Tian-2021] explore self-training to
zero-shot transfer monolingual
detection system to other languages
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Rumour Detection via Zero-shot
Cross-lingual Transfer Learning

* Works for bilingual detection, but won'’t
scale for true multilingual detection for
many languages

e Due to “curse of multilinguality”

e Performance degrades when adapted
to many languages because of model
has fixed capacity

 Multilingual pretrained models with
language-specific adapters [Pfeiffer-2020]
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Disinformation

* Misinformation: general term that refers to any false or
Inaccurate information

* Disinformation: misinformation created deliberately to
decelive

* Current research doesn’t distinguish them, as it’s difficult to
determine intent
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Twitter Information Operations Archive

_ Category Event Time Top-3 Hashtags
® Data re I eased by tWItter , #realiran #SavePalestine
Iran-2018-Palestine Feb 2018 — Aug 2018 #InternationalQudsDay2018
than collects a set of | FMAGA #QATon
Russia-2016-MAGA Aug 2015 — Feb 2016 #ReleaseTheMemo
users suspected of | Fpakonlmenews
Iran-2018-Pakistan May 2018 — Nov 2018 #SachTimes #Deletelsracl
engaging in mass .
Venezuela-2018-Trump  Jun 2018 — Dec 2018 #TrumpTrain #MAGA #RT
Influence campaigns — | Fracism
. Nigeria-2019-Racism Aug 2019 — Feb 2020 g1, ] ivesMatter #PoliceBrutality
I_—I-W | tte r_ 2 O 1 8] #black lives matter
Iran-2020-BLM Jul 2020 — Jan 2021 #Oscars #EEUU
: " #Syria #1dib
® _ _ —
RICh d ataset Wlth over GRU-2020-NATO Jun 2020 - Dec 2020 #StopTerrorismInSyria
1 O Cam pal g n S frO m [RA-2020-Russia Jun 2020 — Dec 2020 #valdaiclub #Russia #Ukraine
" . #SecuringYourFuture
d Iﬁe re nt COU nt res al d Uganda-2021-NRM Jul 2020 - Jan 2021 #M7UGsChoiceg#StopHooligansim
. o #Xinjlang
I a n g u ag eS China-2021-Xinjiang Jul 2020 - Jan 2021 #XinjiangOnline #Urumqi
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Summary

e Misinformation detection as:
 Automated fact checking
e Rumour detection

e (Great surveys on this topic: [Guo-2022], [Zubiaga-2018]
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