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Misinformation spread, despite detection efforts

• Despite tremendous efforts for detection from 
fact checking services and automated systems, 
misinformation still going around. 

• So …

• Mitigation is critically important. 
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Information propagation models
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Information 
propagation 

models on social 
media

Multivariate Hawkes process 
(MHP)

Farajtabar et al. 2016;
Farajtabar et al. 2017; 
Lacombe 2018;
Shu, Bernard & Liu 2019;
Goindani & Neville 2020a;
Goindani & Neville 2020b

Linear Threshold (LT) / 
Independent Cascade (IC) 

Pham et al.; 
Saxena & Gera 2020a

Information Aggregation Game Aymanns et al. 2019

Epidemic Models

Tan et al. 2019; 
Wen et al. 2015; 
Wen et al. 2014



The linear threshold model
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Source: Zhang, H., Mishra, S., & Thai, M.T. (2014). Recent Advances in Information Diffusion and Influence Maximization of Complex Social Networks.



The multivariate Hawkes process
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Source: https://x-datainitiative.github.io/tick/modules/hawkes.html



Modelling user influence and rumour
propagation
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H. Ruda & X. Zhang et al. “Modelling User Influence and Rumor Propagation on Twitter using Hawkes Processes”. DSAA’2020. 



Network-level mitigation

• Develop strategies to introduce true news to counteract the spread of fake news on 
social networks.  

• Information diffusion models: 
ü Independent Cascade (IC) and Linear Threshold (LT) models
ü Point process models 
ü Reinforcement learning

• Maximize the propagation of true news on social networks.
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Network-level mitigation
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Selection of debunkers: Heuristic-based

Heuristically select influential users to block misinformation 
or propagate true information.

• Most influential users and/or community bridges to block 
misinformation and/or propagate true information based 
on the epidemic model (Wen et al, 2014).

• Select nodes to block misinformation based on the 
epidemic model (Tan, et al., 2019).

• Top-K debunkers to spread truth based on a dynamic 
opinion propagation model (Saxena et.al, 2020a, 2020b).
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Selection of Cost-effective Debunkers for Multi-
stage Fake News Mitigation 
• A reinforcement learning problem: train a mitigation 

policy that optimizes debunker selection from social 
networks at multiple stages.
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Xu, Xiaofei, Ke Deng, and Xiuzhen Zhang. "Identifying cost-effective debunkers for multi-stage fake news mitigation campaigns." Proceedings 
of the Fifteenth ACM International Conference on Web Search and Data Mining. 2022.



Preliminaries: reinforcement learning
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Problem formulation
• Environment: Multivariate Hawkes Process.

• State: (intensity and number of posting true and fake news, #followers)

• Action: select users to propagate true news at higher intensity.
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Problem formulation: reward function

• The objective of fake news mitigation is to  
maximise the correlation reward – more 
exposure to fake news correlates with more feed 
of true news.
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Challenges
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Mitigation overlap among debunkers

Large action space for selecting N users 



Methodology: DQN-FSP
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• Initialize with single-debunker mitigation.

• Use DQN with memory replay in action level.

• Use Future-State-Prediction (FSP) with memory 
replay in episode level.



Methodology …
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• Extend to multi-debunker mitigation.

• Stop training DQN.

• Use FSP with memory replay in episode level.



Experiment: datasets
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• Synthetic: Randomly generate the environment 
parameters

– Density test
– Network size test
– Average stage length test
– Number of stages test

• Real world: Learn environment parameters using data
– Dataset: PHEME
– Density test
– Average stage length test
– Number of stages test



Experiment: baselines
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• Random (RND)

• Max Influence (MAX-INF)

• Max Coverage (MAX-COV)

• Neural Network (NN)

• Deep Q-Network (DQN)

• Least-squares Temporal Difference (LTD, in 
analysis)



The PHEME Rumour dataset
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Zubiaga, Arkaitz, et al. "Analysing how people orient to and spread rumours in social media by looking at conversational threads." PloS one 11.3 
(2016): e0150989.



Results: the PHEME “Putin Missing” story
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Network-level mitigation: summary

• Generally overall objective is to block 
misinformation and/or maximise true 
information propagation on social networks.

• Effectiveness for individual users not 
considered.

• Need to consider the diverse topics and events.
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So, …

How to design practical intervention strategies to 
deter individual users from sharing 
misinformation?  

Recommend personalised corrective true news to 
individual users.
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News recommender systems
News recommender systems have been playing an 
increasingly important role in influencing and even 
changing users’ reading behaviours. 
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An example of conventional news recommender system

An example of conventional news recommender system



Conventional news recommender systems

Can we just employ the existing conventional 
news recommender systems for fake news 
mitigation? 
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No!



Veracity-aware news recommendation for fake 
news mitigation

• News recommendation for fake news mitigation is based on uniquely 
characterized data and has a different goal. 

• Data characteristics:
ü Event information (e.g., US election, Covid-19)
ü Veracity information (i.e., true or fake)

• Goal: 
ü Personalized (the recommended news should be relevant to the events the 

user recently focused on) 
ü True (the recommended news should be true) 
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An example of news sequence read by a user

Wang, S., Xu, X., Zhang, X., Wang, Y. and Song, W., 2022, April. Veracity-aware and Event-driven Personalized News Recommendation for Fake 
News Mitigation In Proceedings of the Web Conference.



Challenges for our task 

• How to recommend relevant news?  

• How to only recommend true news when the 
veracity of candidate news is unknown? 

• How to model the transition over latent events 
while avoiding the interference from news 
veracity related information (e.g., news content 
style)? 

27



Existing news recommender systems

• Only focus on the relevance between news, namely 
users’ personalized preference

• Oblivious to the veracity of news 
• Event information is less studied 

• So they cannot be used for fake news mitigation 
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Problem formulation: The input data
• A user-news interaction dataset:

– A collection of user-news interaction (e.g., click) sequences 𝐷:

– Each sequence 𝑆 consists of 𝑡 pieces of news which were 
interacted by a given user 𝑢:

– 𝑈 = {𝑢#, 𝑢%, … , 𝑢|'|} is a user set, 𝑉 = {𝑣#, 𝑣%, … , 𝑣|(|} is a news 
set. 

• A news meta information table 𝑁 records the title and the 
abstract of each piece of news.
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Problem formulation: The problem 

• For each user 𝑢, given the news set                             
interacted by 𝑢, we build a model 𝑀 to first predict the 
veracity of each candidate news and then generate a 
list of true news 𝑅! which interest the user to the 
most:

𝑅! = 𝑀(𝐶!)
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A running example of news recommendation for fake news mitigation
A running example of news recommendation for fake news mitigation



Research questions

• How to recommend relevant news?  

• How to only recommend true news when the 
veracity of candidate news is unknown? 

• How to model the transition over latent events 
while avoiding the interference from news 
veracity related information (e.g., news content 
style)? 
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The Rec4Mit model 
• Rec4Mit model contains three main modules: 

– (1) Event-veracity disentangle module, to divide the event 
information and veracity information of each news into two 
separate latent vectors: event embedding and veracity 
embedding,

– (2) Event detection and transition module, to detect the 
possible events associated with each news, and the 
sequential transitions over events by taking the event 
embedding as the input,

– (3) Next-news prediction module, predict the next news 
according to both the event information and veracity 
information.



Rec4Mit: The architecture 
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The FakeNewsNet data was used for the experiments, 
which contains two datasets: PlolitiFact and GossipCop. 
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Experiments: datasets

Shu, Kai, et al. "FakeNewsNet: A data repository with news content, social context, and spatiotemporal information for studying fake news 
on social media." Big data 8.3 (2020): 171-188.



We select nine representative and/or state-of-the-art approaches 
as baseline approaches. They are based on various models: 

üKNN based approaches: SKNN
üMemory network based approaches: CSRM
üRNN based approaches: CSRM, LSTUR
üCNN based approaches: FIM, FedNewsRec
üGNN based approaches: SR-GNN
üAttention model based approaches: SASRec, DAN, NRMS
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Baseline methods



We evaluate the recommendation results from two 
perspectives: 

– Relevance: Prediction accuracy: weather the recommended 
news can well match the users’ reading preference:
– Recall 
– mean reciprocal rank (MRR) 
– normalized discounted cumulative gain (NDCG) 

– Veracity: the ratio of true news (RT) in the recommendation 
list: weather only true news was recommended to users:
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Evaluation metrics



Experimental result 1: comparison with baselines

Relevance: our proposed Rec4Mit model can achieve the 
highest recommendation accuracy.
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Experimental result 1: comparison with baselines

Veracity: our proposed Rec4Mit model can achieve the 
highest ratio of true news in the recommendation list.

38



Experimental result 2: ablation analysis
Three simplified versions of Rec4Mit are designed to test the rationality  
and effectiveness of different core modules in Rec4Mit:

• Rec4Mit-Disen: which removes the event-veracity 
disentangle module 

• Rec4Mit-Event: which remove the event detector inside the 
disentangle module  

• Rec4Mit-Label: which removes the veracity classifier inside 
the disentangle module  
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A case study: recommendation results 
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• Aim for both personalized and corrective true
news for fake news mitigation.

• Veracity-aware personalised news 
recommendation is effective for personalised 
mitigation. 

• Modelling the dependencies and transitions 
between events in news sequence and 
classifying the veracity of candidate news is 
crucial for effective personalised mitigation. 

Personalised mitigation: summary
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What’s next?
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Online evaluation of mitigation strategy for changing 
user information behaviour.



An ad hoc social network for misinformation research
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Call for volunteers for Mirage: https://joinmirage.online/

Xu X., Deng, K., and Zhang, X. 2022. Mirage: An ad-hoc social network for research on social media misinformation mitigation. 

https://joinmirage.online/
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